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Abstract. The aim of this work is to form a basis for developing an efficient adaptive multi-frequency adaptation algorithm for an extended block-adaptive Fourier analyser (EBAFA), which performs simultaneously separation and analysis of its input signal’s periodic components of different frequencies and waveforms. A brief description of EBAFA is given and several possibilities to improve estimation of differences between fundamental frequencies of signal’s periodic components and corresponding resonator groups of EBAFA are considered.
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1. INTRODUCTION

In several experiments the measurement signal contains non-harmonic periodic components of different frequencies and waveforms. Often such components carry information about different processes and one should analyse them separately, sometimes in real time. Besides, these components can be non-stationary (of varying frequency and harmonic content) and a noise may be added to them (as it is, for example, in a hand-to-hand bio-impedance signal containing heartbeat and breathing components [1]). Traditional filtering is not suited for solving such tasks but adaptive filtering is often applicable [2], if one can use additional information (for example, in the form of a reference signal) that permits suppression of the signal’s undesired components. On the other hand, phase-locked loop based systems [3] can be used to separate the 1st and also higher harmonics of the useful component from the composite measurement signal, if the fundamental frequency of this component is known precisely enough.
In [4], an alternative to the above was proposed in the form of an extended block-adaptive Fourier analyser (EBAFA). It was developed mostly on the basis of works by Hostetter, Pécéli, Nagy and Simon [5–8], devoted to the algorithms for recursive discrete Fourier transform that can be considered as observers [9]. EBAFA is a tool for processing band-limited discrete-time signals

\begin{align}
  x(k) &= \sum_{q=0}^{Q} x_q(k),
\end{align}

where \( k \) is the number of the sampling step, \( x_q(k) = A_{0,0} \) is a constant, and

\begin{align}
  x_q(k) &= \sum_{n=-N_q}^{N_q} A_{q,n} e^{j\omega_q nk}, \quad q = 1, 2, ..., Q
\end{align}

are periodic components. In Eq. (2) \( A_{q,n} \) is the \( n \)th complex Fourier coefficient of the signal’s \( q \)th component, which has a fundamental frequency \( \omega_q \) and the number of the highest harmonic \( N_q \). It is assumed that \( N_q \omega_q \) is smaller than the Nyquist frequency.

EBAFA makes it possible to separate signal’s periodic components and to find their spectra simultaneously in real time (of course, several restrictions exist; for example, sufficiently precise initial estimates of the components’ fundamental frequencies must be used, etc.). However, as stated in [4], EBAFA should be improved for wider practical application. This paper is focused on finding and analysing ways to develop for EBAFA an efficient adaptive algorithm for multi-frequency adaptation.

\section{Theoretical Basis}

EBAFA of the order \( Q \) (its block diagram is presented in Fig. 1) enables us to find estimates of the constant component and \( Q \) real periodic components of its input signal \( x(k) \) as \( \hat{x}_q(k) \), estimates \( \hat{\omega}_q \) of corresponding fundamental frequencies \( \omega_q \), and also estimates of complex Fourier coefficients of the periodic components \( X_m(k) \), \( m = \pm 1, \pm 2, ..., \pm L \). If \( Q = 1 \), EBAFA turns into a simple block-adaptive Fourier analyser (BAFA) [8], where \( \hat{x}_0(k) \) (the estimate of the constant component \( x_0(k) \)) is determined as \( X_0(k) \) (as an estimate of the 0th Fourier coefficient of \( x(k) = x_0(k) \)). Thus in the following we consider basic properties of the BAFA, because they match with those of the EBAFA, which are essential for us.
Fig. 1. Block diagram of an extended block-adaptive Fourier analyser (EBAFA) of the order $Q$ (in case of $Q = 1$ one obtains a BAFA).

### 2.1. Basics of the BAFA

BAFA consists of $M = 2L + 1$ harmonically related parallel resonators (EBAFA’s resonator groups $0$ and $1$ in Fig. 1) with a common negative feedback. The number of resonator pairs in BAFA (the number of formed harmonics $L$) depends on the fundamental frequency $\hat{\omega}$ of the BAFA’s resonators and it must satisfy the inequality

$$\pi / \hat{\omega} - 1 \leq L < \pi / \hat{\omega}.$$  \hspace{1cm} (3)

In BAFA, the variable coefficients $c_m(k)$ and $g_m(k)$ of the resonators in Fig. 1 are computed as follows:

$$c_m(k) = e^{j\hat{\omega}_m k}.$$  \hspace{1cm} (4)
where the coefficients

$$r_m = \prod_{i=-L \atop i \neq m}^{L} (1 - z_i z_m^{-1})^{-1}, \quad z_i = e^{j\omega_i}$$

are such that the system has poles only at the origin and operates as a dead-beat observer with transient length equal to the total number of resonators $M$ (for the EBAFA of the order $Q > 1$, expressions (5) and (6) are more complicated [4]).

Let us assume that a signal (1) with $Q = 1$ is processed in BAFA.

If $\omega_1 = \omega_1$ (the fundamental frequencies of the resonator system and of the input signal have been set equal) and also $L = N_1$, then, after passing $M$ sampling intervals, the desired result $X_m(k) = A_{1,m}$ is obtained for $m = -L, \ldots, -1, 0, 1, \ldots, L$.

If $\omega_1 \neq \omega_1$, then the Fourier coefficients’ estimates $X_m(k)$ (the state variables of BAFA, which is a spectral observer) are erroneous; for example, the 1st Fourier coefficient has the form

$$X_1(k) = \sum_{m=-L}^{L} X_{1,m}(k) = \sum_{m=-L}^{L} \tilde{A}_m e^{j(\omega_0 m - \omega_1) k},$$

where

$$\tilde{A}_m = A_{1,m} T_1(e^{j\omega_0 m}),$$

and the transfer function of the $m$th channel from the input $x(k)$ to $X_m(k) c_m(k)$ is

$$T_m(z) = \frac{r_m z_m^{-1}}{1 - z_m z^{-1}} \left( 1 + \sum_{i=-L}^{L} r_i z_i z_m^{-1} \right)^{-1}, \quad z_i = e^{j\omega_i}.$$  

The unwrapped angle between the complex vectors $X_{1,1}(I + P)$ and $X_{1,1}(I)$ can be expressed as

$$\Phi_{1,1}(I + P, I) = \angle(X_{1,1}(I + P) / X_{1,1}(I)) = P(\omega_1 - \omega_0).$$

This opens the possibility to estimate the frequency error $\Delta \omega_1 = \omega_1 - \omega_0$ and to update further $\omega_0$ and the parameters of BAFA according to Eqs. (3)–(6). The whole procedure of the frequency error estimation should be performed only when the transients (caused by the previous parameter updating or by changes in the input signal) have decayed, otherwise an additional estimation error appears.
2.2. Frequency error estimation in BAFA

Assuming that the stationary input signal is such that in BAFA for all \( m \neq 1, \ A_m \ll A_1 \) in Eq. (7), the frequency error estimate \( \Delta \hat{\omega}_i \) can be found as

\[
\Delta \hat{\omega}_i = \frac{\Phi_i(l + P, l)}{P} = \frac{\angle(X_1(l + P)/X_1(l))}{P},
\]

(11)

where \( \Phi_i(l + P, l) \) is the angle between the vectors presenting the complex valued estimates of the 1st Fourier coefficient computed in sampling steps \( l + P \) and \( l \). The unwrapped angle \( \Phi_i(l + P, l) \) between two vectors can be computed, assuming

\[
|\Phi_i(l + P, l)| < \pi.
\]

(12)

In [7], angle measurements in Eq. (11) were performed in every time-step using \( P = 1 \), but in [8] block-adaptation was applied (with the aim to perform convergence analysis of BAFA) using \( P > 1 \) and performing frequency error estimation only after the transients had decayed. In case of \( P = 2L \), practically the same frequency convergence speed was achieved as in [7].

As stated in [8], the frequency convergence can be achieved, if relative amplitudes of the input signal’s Fourier components satisfy the inequality

\[
a_n \geq \frac{|A_n|}{|A_1|}.
\]

(13)

In order to relax these restrictions and to improve precision of the frequency error estimation, we propose to condition the vectors used in angle measurement (Eq. (11)). The conditioning means processing of the computed values \( X_1(i) \) according to an algorithm \( \tau \), which finds for pairs of properly chosen sets of computed values \( X_1(i) \), shifted in time by \( P \), corresponding pairs of such complex vectors \( X_{\tau,0} \) and \( X_{\tau,0} \) that the angle \( \Phi_{\tau,p} \) between them is closer to \( \Phi_{1,0}(l + P, l) \) (Eq. (10)) than \( \Phi_i(l + P, l) \) in Eq. (11), and permits thus to obtain a better estimate of the error

\[
\Delta \hat{\omega}_i = \frac{\Phi_{\tau,p}}{P} = \frac{\angle(X_{\tau,p}/X_{\tau,0})}{P}.
\]

(14)

The latter corresponds to the unwrapped angle

\[
|\Phi_{\tau,p}| < \pi.
\]

(15)
2.3. Vector conditioning for angle measurement

In [10] it was proposed to use for conditioning an algorithm that forms \( X_{\tau, p} \) and \( X_{\tau, 0} \) as average values of \( B \) consecutive complex vectors (values of the 1st Fourier coefficients) chosen with the time-shift \( P \):

\[
X_{\tau, p} = \frac{1}{B} \sum_{i=0}^{B-1} X_j(l + p + i), \quad p = 0, P. \tag{16}
\]

The vector diagram in Fig. 2 demonstrates how this algorithm leads to the desired result (details are given in [10]).

It has been shown also that, if Eq. (16) is used to find \( X_{\tau, 0} \) and \( X_{\tau, p} \), then the upper limit \( \Psi \) for the angle error \( \left| \Phi_{1,1}(l + P, l) - \Phi_{\tau, p} \right| \), which is proportional to the error of the frequency error estimate (14), can be expressed in the form

\[
\Psi = 2 \arcsin \left( \sum_{m=-L}^{L} \left| \frac{A_m}{A_i} \right| \gamma_m \right) \geq \left| \Phi_{1,1}(l + P, l) - \Phi_{\tau, p} \right|. \tag{17}
\]

![Vector diagram of conditioning the vector](image)

Fig. 2. Vector diagram of conditioning the vector \( X_j(i) = X_{1,1}(i) + X_{1,m}(i) \) applying Eq. (16).
where

\[
\gamma_m = \left| \frac{\sin \frac{\hat{\omega}_1 \delta_1}{2(1 - \delta_1)} - \sin \frac{B \hat{\omega}_1 \delta_1}{2(1 - \delta_1)} \sin \frac{\hat{\omega}_1 (m - 1 + \delta_1)}{2(1 - \delta_1)}}{\sin \frac{\hat{\omega}_1 \delta_1}{2(1 - \delta_1)} \sin \frac{\hat{\omega}_1 (m - 1 + \delta_1)}{2(1 - \delta_1)}} \right|, \tag{18}
\]

is a relative disturbance gain, introduced by vector conditioning with \( B > 1 \) (in [8], \( \gamma_m = 1 \) was obtained for the case \( B = 1 \)), and

\[
\delta_1 = \Delta \omega_1 / \omega_1 = (\omega_1 - \hat{\omega}_1) / \omega_1. \tag{19}
\]

It was shown also that increasing of \( B \) permits us to increase the precision of \( \Delta \hat{\omega}_1 \) in Eq. (14) only if

\[
B < \pi / \Delta \omega_1, \quad \text{or} \quad B \leq L |\delta_1^{-1} - 1| < \pi / \Delta \omega_1. \tag{20}
\]

One can easily find that the frequency error estimation with such vector conditioning is nearly time-optimal, if \( B = P \). In this case Eq. (20) is not needed and only the inequality (15) must be satisfied to ensure acceptability of values of the parameters \( P \) and \( B = P \). Besides, if \( \delta_1 \to 0 \) and \( P, B \to L |\delta_1^{-1} - 1| \to \infty \), the error of the frequency error estimate is \( \Omega(P^{-\frac{1}{2}}) \) instead of \( \Omega(P^{-\frac{1}{4}}) \) for the basic estimator [8].

It is evident that vector conditioning can be performed in several ways, for example, by adding vectors \( X_i(i) \) separately for odd and even steps:

\[
X_{\tau, p} = \frac{1}{B} \sum_{i=0}^{\delta_1 - 1} X_i(l + p + 2i), \quad p = 0, 1, \tag{21}
\]

where \( B \) must satisfy (20). Here \( P = 1 \), because the angle between the resultant vectors is an estimate of the frequency error \( \Delta \omega_1 \). The corresponding algorithm may be useful for suppressing errors caused by input signal’s components of frequencies, which are close to \( \omega_1 \). One does not need it in the BAFA, but it may be important for the EBAFA.

The above approaches can be realized by an algorithm \( \tau(P, B) \), which gives

\[
X_{\tau(P, B), p} = \frac{1}{B} \sum_{k=0}^{D-1} \sum_{i=2k}^{2k+p-1} X_i(l + p + i), \quad p = 0, P, \tag{22}
\]

\[
B = DP, \quad 2B - P = (2D - 1)P < \pi / \Delta \omega_1,
\]

315
It is possible that in some cases the resultant vectors should be found using a more general and more powerful, but also more time-consuming algorithm \( \tau_n(P, B) \), which permits processing of larger sets of vectors:

\[
X_{\tau_n(P,B),p} = \frac{1}{B} \sum_{b=1}^{b_w} \sum_{k=S_{k-1}}^{S_k-1} \sum_{i=2 P k} X_1(l + p + i)(-1)^b, \quad p = 0, P,
\]

\[
S_b = S_{b-1} + D_b, \quad S_0 = 0, \quad P(2D_b - 1) = \pi/\Delta \omega_1,
\]

\[
B = P \sum_{b=1}^{b_w} D_b, \quad 2B - b_w P = P \sum_{b=1}^{b_w} (2D_b - 1) = b_w \pi/\Delta \omega_1,
\]

or realizes an analogous but simpler extension of (16):

\[
X_{\tau_n(P,B),p} = \frac{1}{B} \sum_{b=1}^{b_w} \sum_{i=S_{k-1}}^{S_k-1} X_1(l + p + i)(-1)^b, \quad p = 0, P,
\]

\[
S_b = S_{b-1} + D_b, \quad S_0 = 0, \quad D_b = \pi/\Delta \omega_1, \quad B = \sum_{b=1}^{b_w} D_b = b_w \pi/\Delta \omega_1.
\] (23a)

Efficiency of the proposed more general algorithms depends on the content of the (E)BAFA’s input signal (frequencies of its periodic components, amplitudes of harmonics) and on the choice of the values of \( P \) (which has to keep the inequality (15) satisfied) and \( B \) (that is, \( D \) or \( b_w \) and \( D_b \)). Values of these parameters can be chosen in the computation process depending on the obtained results, and this enables us to develop an adaptive frequency error estimator.

The above vector conditioning algorithms offer a possibility to improve frequency error estimation without enlarging the set of saved samples (needed memory) via performing joint vector conditioning and angle enlargement.

### 2.4. Angle enlargement for frequency error estimation

Let us consider a vector diagram of vector conditioning according to Eq. (16) with \( B = P \), presented in Fig. 2. When the vector conditioning process has ended (according to the inequality (15)) and angle measurement performed using \( X_{\tau,4} \) and \( X_{\tau,0} \), then, if only \( P \) latest samples \( X_1(i) \) are held in the memory, a new conditioning/measurement cycle can be performed, for example, according to one of the following two schemes.

**Scheme 1.** One can compute new vectors \( X_{\tau,2}' \) and \( X_{\tau,0}' \) on the basis of values of the components of \( X_{\tau,4} \) (that is, \( X_1(i) \)), which are in the memory at this moment, and further update them (using new samples of \( X_1(i) \)) until the next final \( X_{\tau,4}' \) and \( X_{\tau,0}' \) are fixed due to the unsatisfied inequality (15) (it may happen that \( B = P \neq 4 \) in this measurement cycle!). Figure 2 illustrates the start
of this cycle and shows how $V_{1,0}$ and $V_{1,1}$ (the useful components of $X_{1,2}$ and $X_{1,0}$) are obtained summing $X_{1,i} (i)$ (useful components of $X_{1,i} (i)$). In the experiments, the results of which are given in Section 3, we apply only this scheme.

**Scheme 2.** In certain conditions, for example, when in the case shown in Fig. 2 achievement of $B = P = 4$ is guaranteed in the following angle measurement cycles, one can set $X_{1,0} = X_{1,4}$ and find $X_{1,4}$ using new samples of $X_{1,4} (i)$.

After performing $M_c$ angle measurement cycles, the frequency error estimate can be computed as

$$\Delta \hat{\phi}_1 = \frac{\Phi_{\tau,p_c}}{P_\Sigma} = \frac{\sum_{m=1}^{M_c} \Phi_{\tau,p_m}}{\sum_{m=1}^{M_c} P_m}.$$  

Consequently, using in Eq. (14) instead of $\Phi_{\tau,p}$ and $P$ the sums of corresponding results of the measurement cycles, we obtain $\Phi_{\tau,p_c} = \sum_{m=1}^{M_c} \Phi_{\tau,p_m}$, which is a practically unlimited unwrapped angle, and $P_\Sigma = \sum_{m=1}^{M_c} P_m$, both found over the set of performed cycles.

In the scheme 2 the error’s limit (17) remains valid for the total angle $\Phi_{\tau,p_c}$ due to the fact that $P_m = P_1 = P$ and $X_{\tau,0_m} = X_{\tau,p_{m-1}}$ for $m = 2, 3, ..., M_c$. Then it is possible to choose (at the end of the first angle measurement cycle) such a number $M_c$ of the angle measurement cycles that the upper limit of the absolute relative worst-case error of the frequency error estimate (24), which can be expressed as

$$\delta_{\text{lim}} (\Delta \hat{\phi}_1) = \psi / \left| \sum_{m=1}^{M_c} \Phi_{\tau,p_m} \right| = \psi / \left( M_c \left| \Phi_{\tau,p} \right| \right),$$

becomes sufficiently small.

Assumption $P_m = P_1 = P$ for $m = 2, 3, ..., M_c$ means that $P$ must satisfy, instead of (15), the inequality

$$\left| \Phi_{\tau,p} (k) \right| < \pi - 2\psi,$$

where $\psi$ is such estimate of the unknown angle error’s limit $\Psi$ that $\pi > \psi > \Psi$. Of course, $\psi$ should be minimal.
If up to $2P$ latest values of $X_1(i)$ are held in the memory in the vector conditioning process, then after finding the vectors $X_{r,p}(k)$ and $X_{r,0}(k)$ and the frequency error estimate (14) in the time-step $k$, one can easily find corresponding vectors in following time-steps, but only if (15) remains satisfied in case of increasing $k$ (if (26) holds for the first value of $k$). One can also find (over the set of computed $X_{r,p}(l)$)

$$X_{r,\max} = \max_{p,l} |X_{r,p}(l)| \quad \text{and} \quad X_{r,\min} = \min_{p,l} |X_{r,p}(l)|,$$

which can be used to compute

$$\hat{\Psi} = 2 \arcsin \frac{X_{r,\max} - X_{r,\min}}{X_{r,\max} + X_{r,\min}}.$$

In certain favourable conditions $\hat{\Psi}$ can be considered as an approximate (but, unfortunately, underestimated) value of the angle error’s upper limit $\Psi$. Then, if $\Psi$ permits one to find $\Delta \hat{\omega}$ and $\hat{\Psi}$ according to Eqs. (24) and (28), one can update $\hat{\omega}_1$ and (with special precaution) also $\Psi$. On the other hand, a significant increase of currently computed (small) values of $\hat{\Psi}$ indicates essential changes in the input signal. If $X_{r,\max} = \max_l |X_1(l)|$ and $X_{r,\min} = \min_l |X_1(l)|$ are used in (28), then the value $\hat{\Psi}$ is obtained for $\Psi$, which corresponds to $\gamma_m \equiv 1$.

### 2.5. Frequency error estimation and frequency updating in EBAFA

In EBAFA the frequency error estimators of all the resonator groups can start to work simultaneously after the transients have decayed. As our experiments have shown, it is reasonable (in the sense of total transient time or multi-frequency convergence speed) to update fundamental frequencies (and frequency-dependent parameters) of all the resonator groups in the same time-step. Thus, the work of the frequency error estimators must be organized to achieve:

1) optimal (or at least reasonable) estimation time,
2) efficient using of this time in all the estimators.

Due to the large amount of different factors (frequencies, phases and spectra of the input signal components, noise, disturbances) that have influence on the processes in EBAFA, it is difficult to find an optimal solution for this task. It seems to be reasonable to make EBAFA adaptive enough to more essential factors and stable in critical situations.
Let us consider here some features of the EBAFA’s last versions, used in the experiments, the results of which are presented in Section 3.

1. Coefficients $K_q$ were introduced to determine numbers of time-steps for frequency error estimation (that is, $2B$ for Eqs. (21) to (23), and its equivalent $B + P$ for Eqs. (16) and (23a)) for all resonator groups from the equation

$$2B_q = K_q L_q, \quad q = 1, 2, ..., Q.$$  \hspace{1cm} (29)

The values of the coefficients $K_q$ were computed as

$$K_q = \left[ 0.5 + K \frac{\phi_q}{\min_q \{\phi_q\}} \right],$$  \hspace{1cm} (30)

where $K$ is a common parameter for determining the estimation time. Later the formula

$$2B_q = \left[ K \pi / \min_q \{\phi_q\} \right]$$  \hspace{1cm} (31)

was used.

2. When all $Q$ frequency error estimates have been found, only these new values of the EBAFA’s fundamental frequencies, which lie in the pre-set working bands, that is, satisfy the inequalities

$$\hat{\omega}_q,_{\text{min}} < \hat{\omega}_q < \hat{\omega}_q,_{\text{max}},$$  \hspace{1cm} (32)

are accepted and taken into use. The frequency limits $\hat{\omega}_q,_{\text{min}}$ and $\hat{\omega}_q,_{\text{max}}$ (and the initial value of $\hat{\omega}_q$) should be fixed using available information about $\omega_q$, in accordance with other essential factors. It is expected that the restriction (32) excludes possible large errors in the first steps of the multi-frequency convergence process.

The above features permit investigation and control of signal processing in the EBAFA en bloc and they are closely related; for example, a greater $K_q$ enables to obtain a better estimate $\Delta \hat{\omega}_q$, but it assumes a smaller initial error $\Delta \omega_q$ \cite{10}. On the other hand, in case of $\omega_q > \omega_p$ one should use $K_q > K_p$ to achieve in the process of estimation of $\Delta \omega_q$ sufficient suppression of errors, caused by lower harmonics of the $p$th component, etc. In order to obtain some information for further studies, we performed several pilot experiments simulating the work of the EBAFA in the MATLAB environment.
3. SIMULATION RESULTS

In this section multi-frequency convergence processes and separation of the signal’s components in the EBAFA are considered, but first some earlier results on frequency error estimation in the BAFA are presented.

3.1. A case study: BAFA’s input signal is a sum of two (not harmonically related) sinusoids

It can be shown that if the BAFA’s input signal consists of a useful sinusoid of a frequency $\omega_u$ with an amplitude $A_u$, and a disturbing sinusoid of a frequency $\omega_d$ with an amplitude $A_d$, then the angle error limit (17) (that is proportional to the limit of the error of the frequency error estimate) can be computed as

$$\Psi = 2 \arcsin(\gamma(-\omega_u) + \theta\gamma(\omega_d) + \theta\gamma(-\omega_d)),$$

(33)

where

$$\theta = A_d \left| \hat{T}_1(e^{j\omega_d}) \right| \left| \hat{T}_1(e^{j\omega_u}) \right|^{-1},$$

(34)

and

$$\gamma(\omega) = \frac{\sin \hat{\omega}_1 \hat{\delta}_i}{2(1 - \hat{\delta}_1)} \frac{\sin B\hat{\omega}_1 \hat{\delta}_i}{\sin \frac{\omega - \hat{\omega}_1}{2(1 - \hat{\delta}_1)}}.$$

(35)

We computed $\Psi$ according to (33), using $\hat{\omega}_1 = \pi \cdot 10^{-7}$. The value of $\omega_u$ was determined via $\hat{\omega}_1$ and $\hat{\delta}_1$. The parameters $\omega_d$ and $A_d$ had such values that satisfied the equalities $\omega_u = \omega_d + \omega_d$ and $A_u = A_d$, and also the inequalities $10^{-2} \leq A_d \leq 10^{-7}$ and $(L + 1)^{-1} \leq \delta_d = \omega_d/\omega_u \leq L + 1$. In order to compare the frequency error estimates with [8] and [10], different values of the parameter $B$ were used. If $B = 1$, then the estimator proposed in [10] matches that described in [8]. As Eq. (35) gives for a small $B$ such $\gamma$ that overestimates the angle error limit, we used in Eq. (33) $\gamma = 1$ in case of $B = 1$ (further $B = 1^7$ is used to notify that).

The angle error upper limit $\Psi$ can be found only if the absolute value of the argument of $\arcsin(\cdot)$ in Eq. (33) is less than 1, and $\Psi < \pi - \left| \omega_1 - \hat{\omega}_1 \right|$. If in our computations the first condition was not satisfied, then $\Psi$ was set equal to $\pi$. As $\left| \omega_1 - \hat{\omega}_1 \right| = \hat{\delta}_1 \left| \omega_1 \right|$ was rather small, the region of parameters, where $\Psi < \pi$, can be considered as a domain of the BAFA’s potential convergence (to guarantee actual convergence, the condition $P > \Psi / \left| \omega_1 - \hat{\omega}_1 \right|$ must be satisfied).
Let us consider some simulation results, plotted using logarithmic presentation.

Figure 3 demonstrates how the domain of the BAFA’s potential convergence, which remains below zero level due to the normalization of $\Psi$ by $\pi$, enlarges with increasing $B$. In the lower half of the plots one can see a part of the region, where a constant error level caused by $\delta_1 = 0.3$ (the 1st complex Fourier component of the useful sinusoid) is greater than the error caused by the disturbing sinusoid.

Figure 4 presents the ratios of the angle error limits $\Psi$ for the estimates according to [5] and [10]. These plots show that the introduced vector conditioning suppresses the estimate errors (caused by a disturbing sinusoidal signal of frequency $\omega_d \neq \omega_L = \hat{\omega}_1$) as a simple low-pass filter, which has a resonant peak at the corner frequency $\hat{\omega}_1$, an asymptotic slope $-20$ dB per decade at higher frequencies, and an asymptotic level of $20\log (2L/(\pi B))$ dB in the pass-band.

![Fig. 3](image)

**Fig. 3.** Dependence of $S_c = \log (\Psi (\bar{\omega}_d, A_d, B)/\pi)$ on $\omega_{ig} = \log (\bar{\omega}_d)$ and $A_{ig} = \log (A_d)$ for two values of $B$: $\delta_1 = 0.3$. 321
Fig. 4. Dependence of \( S = \log (Y_1(A_d, B = Y) Y_2(A_d, B = Y)) \) on \( \omega_\mu = \log \omega_\mu \) and \( A_d = \log A_d \) for different values of \( Y \); the axis of \( A_d \) is perpendicular to the surface of the plots; \( \delta_1 = 10^{-10} \) (from [8,10]).

The ratios of the angle error limits \( Y \) (Fig. 5) have been found so that in case of \( Y_1 < Y_2 = \pi \) the ratio \( Y_1 / Y_2 \) was set equal to \( 10^{-5} \). The plotted surfaces give an approximate description of the worst-case possibilities to maintain frequency convergence in EBAFA, where the fundamental frequencies of its resonator groups that correspond to the input signal’s sinusoidal components of frequencies \( \omega_1 \) and \( \omega_d \), have the same error \( \delta_1 \):

1) in a small horizontal “dead” zone on the level 0 (in the neighbourhood of the point (0,0)) convergence is impossible;

2) in a horizontal zone on the level \( +5/-5 \) an error estimate can be found only for higher/lower frequency;

3) in the remaining part of the surface two-frequency convergence is possible and increasing of \( B \) widens this area.

On the left of the plots, which correspond to \( \omega_\mu = \log(A_d) > 0 \), one can see the “Nyquist barrier.”
Fig. 5. Dependence of $S_{cz}$ on $\omega$ for different values of $B$, $\delta_1 = 0.3$.

3.2. Experiments with EBAFA

In [4] robustness of EBAFA with $Q = 2$ has been demonstrated on an example of a two-component signal, where a waveform of a component with an unlimited $1/f^2$-type spectrum (a rectified sinusoidal signal) was reconstructed (in the experiments this component was either comparable to or 100 times smaller than the other one). In case of the unlimited $1/f$-type spectrum the error signal $e(k)$ appeared to be too big and caused significant distortions of waveforms.

In the experiments considered below we use only such specially generated input signals, which satisfy the Nyquist criterion. The used initial values of the EBAFA’s fundamental frequencies were such that the absolute relative frequency errors

$$\hat{\omega}_q = \frac{\omega_q - \hat{\omega}_q}{\omega_q}$$

were between 10 and 30 per cent.

Figure 6 enables us to compare processing of a four-component signal (fundamental frequencies of its components of different waveforms are $\omega_1 = 0.0535$, $\omega_2 = 0.1308$, $\omega_3 = 0.1319$, and $\omega_4 = 0.3811$, and the levels of these components are comparable) using different frequency error estimators with such values of the parameter $K$, which appeared to be (nearly) optimal for this signal-processing task.

Comparing the plots in Figs. 6a and b, which correspond to using $D = 1$ and $P = 1$ in Eq. (22) (applying Eq. (16) with $B = P$ and Eq. (21)), where $B$ is determined by Eq. (29), one can see that in case of $P = 1$ the convergence speed of the medium-size frequencies, which are close to each other, is relatively good, but in case of $D = 1$ the frequency convergence process (as a whole) is significantly better.
Eqs. (16), (29), (30) are used; \( K_{opt} = 13 \)

Eqs. (20), (29), (30) are used; \( K_{opt} = 13 \)

Eqs. (16), (31) are used without angle enlarging; \( K_{opt} = 12 \)

Eqs. (20), (29), (30), and (36) are used; \( K_{opt} = 13 \)

Here and in (f) Eqs. (16), (31) are used with angle enlarging; \( K_{opt} = 9.5 \)

Fig. 6. Processing of a four-component signal in EBAFAs that use different frequency error estimators. In (a) to (e) components’ frequency errors \( |\delta_q| \) are given for the lowest frequency (dash-dot curve), close \((\delta_q = 1\%)\) medium frequencies (dashed and continuous curves), and for the highest frequency (bold-dotted curve). The plot (f) presents the signals \( x \) is given by dots) in first time-steps when transients do not exceed the input signal’s level any more.
Here \( P = 1 \) leads to convergence in the second attempt. However, when EBAFA has to perform such a complicated task as the considered one and its parameter \( K \) is far from the optimal value \( K_{\text{opt}} \) (no matter, which of the considered frequency estimation algorithms is used), one can see not only longer series of such attempts, but also a fully “paralyzed” EBAFA, where all its fundamental frequencies remain (may be, for ever) at erroneous values.

The mentioned undesired processes take place when frequency errors have not been suppressed below certain levels yet, where further convergence is guaranteed (we expect that such levels do exist and further convergence can be proved as in \([1]\) for the BAFA, that is, for EBAFA in the case of \( Q = 1 \). In such situations one can apply two strategies: 1) to avoid steps that lead to great errors, 2) to make (in reasonable time) many steps, among which there would be such ones, which “make things better”.

The first strategy, applied in EBAFA in the form of the inequalities (32), gives satisfactory results. In Figs. 6b and e and also in Fig. 7b errors of some fundamental frequencies were not changed in several first convergence steps as the error estimates happened to be unacceptable. A result of one attempt to apply the second strategy is shown in Fig. 6d, where a value of the parameter \( K \) for the \( k \)th frequency error estimation cycle was found as

\[
K = \min\{3 + k, K_{\text{opt}}\}.
\]  

This example is presented to emphasize that one has to pay more attention to first frequency adaptation steps in which, in hard conditions, even generally efficient algorithms happen to fail. The considered error estimation algorithms (based on Eq. (22)) are less efficient just in first frequency convergence steps, due to the restrictions (15) and (20).

Better results (Figs. 6e and f) were achieved, when the above described angle enlarging scheme 1 was introduced into the algorithm based on Eq. (22) with \( D = 1 \), improving thus its performance in the first frequency convergence steps too. As in this algorithm the products \( B = DP \) are determined using Eq. (31), a parallel experiment without angle enlargement was performed to obtain a basis for comparison (Fig. 6c). Experiments with less complicated signals showed clearly that the angle enlargement increases the convergence speed about 30 per cent.

The best algorithm (based on Eq. (22) with \( D = 1 \) and angle enlargement) was used in EBAFA in the experiments, the results of which are presented in Figs. 7 and 8. In all these experiments \( K_{\text{opt}} = 2.7 \) was used.

The plots in Fig. 7 illustrate processing of an input signal obtained from the one in Fig. 6 after removing one of the components of close to medium frequencies. One can see that different levels of input signal’s components do not cause any specific problems: when the greater components have been identified (suppressed) precisely enough, then convergence of the EBAFA’s fundamental frequencies onto the frequencies of smaller components is obtained.
Fig. 7. Processing of a three-component signal in EBAFA of the order $Q = 3$, $K_{opt} = 2.7$. In the plots (c) and (d) the component of medium frequency (the error of which is given by continuous curve) is $10^6$ times greater than in (a) and (b). An acceptable waveform of this component is obtained in time-step 600. In (b) $x$ is given by dots.

Figure 8 demonstrates how EBAFAs of the orders $Q = 4$ and $1$ process a single periodic signal, one of the components of the input signal in Fig. 6. With $Q = 4$ the output signals of all the resonator groups, the working bands of which (see Eq. (32)) are empty (that is, do not contain any fundamental harmonics of the input signal), achieve the zero level practically simultaneously. In this experiment we used the same EBAFA and the same initial parameters as in the experiment, illustrated in Figs. 6e and f, with two exceptions: 1) a medium-size fundamental frequency of one resonator group and a corresponding working band were shifted towards the highest fundamental frequency so that the working bands did not overlap, and 2) the used optimal value of $K$ was 2.7 instead of 9.5.

Figure 8a shows that introducing the working bands (the inequalities (32)) enables not only to avoid fatal errors in first frequency convergence steps, but
also to avoid competing of the EBAFA’s resonator groups for one and the same input signal’s fundamental frequency (Fig. 7b), which can lead to undesired results. The main conclusion is that there is no need to know the exact number of input signal’s periodic components, but one has to cover the potential band of input signal’s fundamental frequencies with properly chosen (not overlapping) working bands of the EBAFA’s resonator groups. Comparison of the plots in Figs. 8a and b shows what is the “cost” of this possibility.

In some experiments, where restrictions were introduced to avoid entering of fundamental frequencies of EBAFA into neighbourhoods of the others and the number of resonator groups was greater than needed, the outputs of the resonators of the redundant groups, which were left “free” (unlocked) in the end of the frequency convergence process, achieved zero value.

\[ \delta_1 = Q \]

\[ \delta_4 = Q \]

\[ x = Q \]

\[ e = Q \]

**Fig. 8.** Processing of a periodic signal in EBAFAs of the orders \( Q = 4 \) and \( Q = 1 \); \( K_{opt} = 2.7 \). In the plots (b) and (d) \( x \) is given by dots and the error signal \( e \) by dotted curve. In the plot (d) a transient of the constant component \( \hat{x}_0 \) is observable.
4. CONCLUSIONS

The results of investigating frequency adaptation problems in EBAFA, that are presented in this paper and in [4], allow to state the following.

1. The simulation results demonstrate that in certain cases EBAFA is capable to analyse its complicated input signal of the form (1), that is, to reproduce the input signal’s periodic components of different frequencies and waveforms, and to find their spectra (complex Fourier coefficients). In these favourable cases, first, the spectrum of the input signal satisfies certain restrictions that are more complicated but rather similar to those formulated for the frequency convergence in BAFA [8]. Second, the fundamental frequencies of the EBAFA’s resonator groups $\hat{\omega}_q$ are updated without pitching on certain “bad” sets of values, which lead to too small differences of frequencies $|m_p\hat{\omega}_p - m_q\hat{\omega}_q|$ of some harmonics with numbers $m_p$ and $m_q$, and to the result that (as it was pointed out in [4]) EBAFA looses its computability. Thus one has to develop an efficient frequency updating algorithm, which guarantees (under certain conditions) avoiding of the mentioned “bad” sets of frequencies $\hat{\omega}_q$. Of course, it is not excluded that the difficulties caused by too close frequencies of higher harmonic resonators can be overcome in some other way.

2. Several new possibilities to improve frequency error estimation in EBAFA and also in BAFA have been proposed and more or less thoroughly analysed and tested. It is obvious that these approaches permit us also to relax restrictions on the input signal. These must be satisfied to achieve (multi-)frequency convergence. Some of them permit enlargement of the measured angle (which is proportional to the error of the frequency error estimate) without increasing the upper limit of its error, to estimate the angle error upper limit, and to make the frequency error estimation algorithm adaptive to the level of the angle error. These means seem to be good enough to modernize EBAFA so that convergence of the fundamental frequencies $\hat{\omega}_q$ to the input signal’s frequencies $\omega_q$ can be proved under certain preconditions. However, as these preconditions should include (due to the “bad” sets of the fundamental frequencies $\hat{\omega}_q$) a rather low upper limit for the total number of resonators $M$, this proof is not of serious interest. On the other hand, in case of $Q > 1$ the nature of EBAFA (transfer function (9)) as well as that of the input signal (their frequency patterns formed by frequencies of all the harmonics) are such that a change of one fundamental frequency can cause significant changes of the angle errors that appear in the process of estimation of errors of the other (and even unchanged) fundamental frequencies in the next estimation cycle. This important effect of changes of the frequency patterns should be studied more thoroughly with the aim to improve convergence of the frequency vector $\hat{\omega} = [\hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_Q]^T$ to $\omega = [\omega_1, \omega_2, \ldots, \omega_Q]^T$.

3. As several experiments have shown, EBAFA can be used to analyse a complicated signal even if the exact number of its periodic components of
different frequencies and waveforms is unknown. This important result was achieved due to making a step towards proper treatment of frequency pattern problems and applying, in this particular case, certain restrictions on the EBAFA’s fundamental frequencies.

4. The final conclusion is that the above frequency pattern problems must be investigated. The results of this work would enable us to improve the EBAFA and to prove multi-frequency convergence in it under such preconditions, which meet the needs of practice and permit wider application of EBAFA. On the other hand, it would be reasonable to develop application-specific EBAFAs, which meet certain more limited demands.
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