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Abstract. In this paper, we introduce an iterative algorithm for finding a common element in the set of solutions to generalized
equilibrium problems and a set of fixed points of strict pseudo-contractions. Strong convergence theorems are established in the

framework of Hilbert spaces. The results presented in this paper mainly improve on the corresponding results reported by many
others.
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1. INTRODUCTION AND PRELIMINARIES
Throughout this paper, we always assume that C is a nonempty, closed and convex subset of a real Hilbert
space H. Let A : C — H be a nonlinear mapping. Recall the following definitions.

(a) A is said to be monotone if
(Ax—Ay,x—y) >0, Vx,yeC.

(b) A is said to be strongly monotone if there exists a constant o > 0 such that
(Ax—Ay,x—y>2aHx—yH2, anyec-

For such a case, T is said to be o-strongly-monotone.
(c) A is said to be inverse-strongly monotone if there exists a constant & > 0 such that

<Ax—Ay,x—y> zaHAx—Asza anyéc-
For such a case, A is said to be o-inverse-strongly monotone.
Recall that the classical variational inequality problem, denoted by VI(C,A), is to find u € C such that

(Au,v—u) >0, YvecC. (1.1)
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Given z € H and u € C, we see that the following inequality holds
(u—z,v—u) >0, WweCcC,

if and only if u = Pcz, where P¢ denotes the metric projection from H onto C. From the above we see that
u € Cis a solution to problem (1.1) if and only if u satisfies the following equation:

u="Pc(u—pTu), (1.2)

where p > 0 is a constant. This implies that problem (1.1) and problem (1.2) are equivalent. This alternative
formula is very important form the numerical analysis point of view.

Let T : C — C be a nonlinear mapping. In this paper, we use F(T') to denote the set of fixed points of 7.
Recall the following definitions.
(d) The mapping T is said to be contractive if there exists a constant o € (0, 1) such that

ITx=Tyl| < aflx—yll, Vx,yeC.
(e) The mapping 7T is said to be nonexpansive if
ITx—Ty| < |x—y|, Vxyec.
(f) T is said to be strictly pseudo-contractive with the coefficient k € [0,1) if
T =Tyl < [pe =yl + k(T = T)x— (I =T)yI?, Vx,yeC.

For such a case, T is also said to be a k-strict pseudo-contraction.
(g) T is said to be pseudo-contractive if

(Tx—Ty,x—y> S Hx—sz, V)C,yE C.

Clearly, the class of strict pseudo-contractions falls into the one between the classes of non-expansive
mappings and pseudo-contractions.

Let A : C — H be an a-inverse-strongly monotone mapping, F a bi-function of C x C into R, where R
denotes the set of real numbers. We consider the following generalized equilibrium problem.

Find x € C such that F (x,y) + (Ax,y—x) >0, VyeC. (1.3)
In this paper, the set of such an x € C is denoted by EP(F,A), i.e.,
EP(F,A)={xe€C:F(x,y)+ (Ax,y—x) >0, VyeC}.

Next, we give some special cases of problem (1.3).

(1) If A =0, the zero mapping, then problem (1.3) is reduced to the the following equilibrium problem:
Find x € C such that F(x,y) >0, VyeC. (1.4)
In this paper, the set of such an x € C is denoted by EP(F), i.e.,
EP(F)={x€C:F(x,y) >0, VyeC}.

(i) If F = 0, then problem (1.3) is reduced to the classical variational inequality problem (1.1).
Problem (1.3) is very general in the sense that it includes, as special cases, optimization problems,
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variational inequalities, mini-max problems, the Nash equilibrium problem in noncooperative games,
and others; see, for instance, [1,12].
To study the equilibrium problems (1.3) and (1.4), we may assume that F satisfies the following
conditions:
(Al) F(x,x) =0forall x € C;
(A2) F is monotone, i.e., F(x,y) +F(y,x) <0 for all x,y € C;
(A3) foreachx,y,z€C,
1tii%1F<tZ+ (1—1)x,y) < F(x,y);

(A4) foreachx € C,y— F(x,y) is convex and lower semi-continuous.
Recently, Takahashi and Takahashi [23] considered problem (1.4) by an iterative method. To be more
precise, they proved the following theorem.

Theorem TT1. Let C be a nonempty closed convex subset of H. Let F be a bi-function from C x C to R
satisfying (A1) — (A4) and let S be a nonexpansive mapping of C into H such that F(S)NEP(f) # 0. Let f
be a contraction of H into itself and let {x,} and {u,} be sequences generated by x| € H and

F(y,,,u)—l—iw—yn,yn—xn) >0, VuecC,
Xn+1 = anf(xn)+ (1 - O‘n)Syny n>1,

where {0, } € [0,1] and {r,} C (0,00) satisfy

lim oy =0, Y o =c0, Y Joi1 — 0] <o
n=1 n=1

liminfr, >0, and Y ||rps1 — ral| < oo

Then {x,} and {y,} converge strongly to z € F(S) NEP(F ), where z = Pp(s)nep(r)f(2)-

Very recently, Takahashi and Takahashi [24] further considered the generalized equilibrium problem
(1.3). They obtained the following result in a real Hilbert space.

Theorem TT2. Let C be a closed convex subset of a real Hilbert space H and let F : C X C — R be a
bi-function satisfying (A1), (A2), (A3), and (A4). Let A be an o-inverse-strongly monotone mapping of C
into H and let S be a nonexpansive mapping of C into itself such that F(S)NEP(F,A) # 0. Let u € C and
x1 € C and let {z,} C C and {x,} C C be sequences generated by

{F(Zﬂ7y)+<Axnuy_Zn>+i<y_Zn7Zn—Xn> >0, VyEC’
Xn1 = Buxn + (1= Bu)S[ou+ (1 — ty)z,], Vn>1,

where {a, } C [0,1], {B,} C [0,1], and {r,} C [0,2¢], satisfy

0<c<B,<d<l1, 0<ak, <b<2q,

lim (A, — An11) =0, lim o, =0, and ) o, = oo.
n—oo n—oo o

Then, {x,} converges strongly to z = Pg(s)ngp(r.a)U-
In this paper, motivated by the research going on in this direction [4,5,7,9,10,13-17,19,20,22-25,27], we

introduce a general iterative algorithm for the problem of finding a common element in the set of solutions
to problem (1.3) and the set of fixed points of a strict pseudo-contraction. Strong convergence theorems are
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established in the framework of Hilbert spaces. The results presented in this paper improve and extend the
corresponding results reported by many others.
In order to prove our main results, we need the following lemmas.

The following lemma can be found in [1] and [9].

Lemma 1.1. Let C be a nonempty closed convex subset of H and let F : C X C — R be a bi-function satisfying
(A1) — (A4). Then, for any r > 0 and x € H there exists z € C such that

1
F(z,y)+ ;<yfz,Z*X> >0, VyeC.
Further, define
1
Tx={z€C:F(z,y)+ ;<y—z,z—X> >0, VYyeC}

forallr >0 and x € H. Then, the following hold:
(1) T, is single-valued,
(2) T, is firmly nonexpansive, i.e., for any x,y € H,

[T~ Tyl> < (T — Tryx—y):

(3) F(T,) = EP(F);
(4) EP(F) is closed and convex.
Lemma 1.2 ([21]). Let {x,} and {y,} be bounded sequences in a Banach space E and let {f3,} be a
sequence in [0, 1] with
0 < liminf B, < limsup 3, < 1.
n—oo

n—oo

Suppose that x,+1 = (1 — Bn)yn + Buxy for all integers n > 0 and

limsup(|[yn+1 — Yall = [|xa41 —xa]]) < 0.

n—s
Then limy—.co [|yn — Xu|| = 0.

Lemma 1.3 ([3]). Let C be a closed convex subset of a strictly convex Banach space E. Let {T, : n € N} be
a sequence of nonexpansive mappings on C. Suppose that (\7_F (T,,) is nonempty. Let {A,} be a sequence
of positive numbers with ;. | A, = 1. Then a mapping S on C defined by

Sx = i AnThx
n=1

for x € C is well defined, nonexpansive and F (S) = N;7_ F(T,) holds.

Lemma 1.4 ([2]). Let E be a uniformly convex Banach space, C be a nonempty closed convex subset of E,
and S : C — C be a nonexpansive mapping. Then I — S is demi-closed at zero.

Lemma 1.5 ([26]). Assume that {a,} is a sequence of nonnegative real numbers such that
On+1 § (1 - }/n)an + 6n7

where {V,} is a sequence in (0,1) and {5,} is a sequence such that
(1) Z::] Y = o0,

(11) limsupnﬂoo 511/%1 < 0or Z::l |5n| < oo

Then lim,,_,.. 0, = 0.

Lemma 1.6 ([28]). Let C be a nonempty closed convex subset of a real Hilbert space H and T : C — H
a k-strict pseudo-contraction with a fixed point. Then F(T) is closed and convex. Define S : C — H by
Sx =kx+ (1 —k)Tx for each x € C. Then S is nonexpansive such that F(S) = F(T).
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2. MAIN RESULTS

Theorem 2.1. Let C be a nonempty closed convex subset of a Hilbert space H. Let F|\ and F, be two
bi-functions from C X C to R satisfying (A1)—(A4), respectively. Let A : C — H be an «-inverse-strongly
monotone mapping and B : C — H a B-inverse-strongly monotone mapping. Let T : C — C be a k-strict
pseudo-contraction with a fixed point. Define a mapping S : C — C by Sx = kx+ (1 —k)Tx, Vx € C. Assume
that F = EP(F1,A)NEP(F,,B)NF(T) #0. Letu € C, x; € C, and {x,} be a sequence generated by

Fl(un,u)—}—<Axn,u—un>—|—%<u—un,un—xn>20, Yu € C,
Fz(vn,v)+<an,v—vn>—|—%<v—vn,vn—xn> >0, WweC, )
Yn = Yalln + (1 - ’}/n>Vn7

Xn+1 = ﬁnxn + (1 - ﬁn)S[anu + (1 - Ocn)y,,], Vn>1,

where {0}, {Bn}, and {y,} are sequences in (0,1), r € (0,2a), and s € (0,2p). If the above control
sequences satisfy the following restrictions

(@) limy—e 0, =0andy, ;| 0, = oo

(b) 0 < liminf,_.. 3, <limsup,_,., B, < 1;

(©) limy e Th=v¢€ (07 1)7

then the sequence {x,} defined by the iterative algorithm (Y') will converge strongly to z € F, where z = Pru.

Proof. The proof is divided into five steps.
Step 1. Show that the sequence {x, } is bounded.

First, we claim that the mappings / — rA and I — sB are nonexpansive. Indeed, for each x,y € C, we have

17— rA)x — (I = rA)y|* = |lx —y — r(Ax — Ay) |
= [be—ylI* —2r{x =y, Ax = Ay) + || Ax — Ay||?
< = yI? —2ra|Ax —Ay|* + r||Ax — Ay|?
= = yl* = r(2a —r)l|Ax — Ay||*.
It follows from the condition r € (0,2a) that the mapping / — rA is nonexpansive, so is I — sB. Note that u,

can be rewritten as u,, = T,(I — rA)x, and v, can be rewritten as v, = T;(I — sB)x, foreachn > 1. Let p € F.
It follows from Lemma 1.1 that

p=T,(I—-rA)p=T,(I—sB)p=Tp.
Notice that

[y =PIl = | Yttn + (1 = Y )va — p||
< Yullun = pll+ (1 = %) [lva — p|
= Wl T(I — rA)x, — T.(I — rA) p|| + (1 = V)| Ts(I — sB)x» — Ts(I — sB) p||
< Wll(I = rA)xy — (I = rA)p|| + (1 = %) [|(I — sB)x, — (I — sB) p||
< Yallxa = pll + (1 = 1) [lx — Pl
= |lx. —pll-
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From Lemma 1.6, we see that S is a nonexpansive mapping with F(7') = F(S). It follows that

%01 = Il = [|Baxn + (1 = Bu)S[0u + (1 — 06,)ya] — p||
< Ballxn — pll + (1 = Bu)lIS[0wue + (1 = 0tn)yu] = |
< Ballxn = pll + (1 = Bu)[[[owmue + (1 = 06)ya] = pl|
< Ballxn = pll+ (1= Bu)tullu = pll + (1 = Ba) (1 = &) [lyn — P
< [ =t (1 = B)]llxn — pll + (1 = Bn) [0 — pl|.

Putting M; = max{||x; — p||,||u — p||}, we have that ||x, — p|| < M, for all n > 1. Indeed, we can easily see
that ||x; — p|| < M,. Suppose that ||x; — p|| < M for some k. Then, we have that

[xe1 = pll < [1—aw(1 = )My + (1 = B) uMy = M.

This shows that {x,} is bounded, so are {y,}, {u,}, and {v,}.
Step 2. Show that x| —x, — 0 as n — oo.
Note that

Va1 = Yn = Yorttnr1 + (1= Yor1)Var1 — [Yattn + (1 = %) v
= Yor1 (a1 — ) + (Yar1 — V) (U — V) + (1= Yo 1) (Va1 — V)

It follows that

[t =Yl < Yot lltnr = ttall + (1= Yo D) 1Vasr = vall + %1 = Yol lln — vl
et Tt — Tl + (0= B 1Tk = Totall + a1 — 2l — vl
< Yot [P = Xall + (1= Vo) w1 = 2l | 4 [ Fos1 = Yol = vl
= [[Xns1 = X[l + Y1 = 1| M2, 2.1
where M) is an appropriate constant such that M, > sup, - {|[u, — v, | }. Put

Pn=0uu+(1—04)y,, VYn>1.

Notice that
Pn+1 —Pn = Oy 1u+ (1 - an—i—l))’n—',—l - [anu+ (1 - an)yn]

= (anJrl - an)(u _yn) + (1 - an+l)()’n+1 _yn)-
It follows from (2.1) that

1Pn+1 = Pall < 01 — |l = yull + (1 = Qs 1) [[Yns1 — yall
<01 = [t = Yl + X1 —Xn |l + [ Va1 — Wl Mo

This implies that

1001 = Pull = X0t 1 = Xa|| < [yt — ||t = yul| + Vo1 — Y| M2
< ’an—l-l - O‘n‘M3 + "}/n-i-l - Yn|M27

where Mj is an appropriate constant such that M3 > sup,,~{||u — y,||}. This implies that

1SPn+1 = SPall = [Ixn1 = Xnll < [|Pn+1 = Pall = [xn41 — Xnl
< ‘an-i-l - an|M3 + |7n+1 - Yn’MZ‘
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From the conditions (a) and (c), we arrive at

limsup(|[Spp+1 — SPall — [[Xn+1 —Xal]) <O

n—oo

Thanks to Lemma 1.2, we obtain that
r}ilroloHSpn_xn” =0. (2.2)

Notice that
%1 = %ul| = (1= Ba) [ Spn — xal-

From the condition (b), we see that
1im x4~ = 0. (23)

Step 3. Show that x,, — Sx, — 0 as n — co.
For each p € F, we have
I = pII? = llewu+ (1 — o)y — pl|?
< [~ pl* + (1= 0t) [lyn — pI?
= 0l = pI* + (1 = 06) | Yatt + (1 = ) v — |
< oyl — pl* + (1 = ) l| T (1 = rA)xy — T,(1 = rA) p?
+ (1= 0) (1 =) (I = sB)xy — T(I = sB)p||*
)allxn — p = r(Ax, —Ap)|?
+(1=0) (1= %)llxs — p— s(Bxa — Bp)|1*
= 0l — plI* + (1 = 06) Y (|lxn — pII* = 2r{xs — p, Ax, — Ap) + 1% || Axy — Ap|®)
+ (1= 06) (1= %) (3 — pII* = 25(xs — p, Bxn — Bp) +5°||Bxy — Bp|*)
< o flu—pl* + (1 = o) Yalllx — pI1> = r(2e = 1) || Axs — Ap|?]
+ (1= ) (1= 1) [llxa — p[I> = 5(2B — 5) || Bx, — Bp||*]
= 0ty [lu— p|* + (1 = 0) s = pII* = (1 = o) tur (20 — )| Ax, — Ap|®
— (1= 04)(1 = %)s(2B — 5)|[Bx, — Bp||* (24)

< O‘ﬂ””_PH2 +(1— o

It follows that
a1 = pII* = [|Buxn + (1= B)Spn — plI?
< Bullen = plI* + (1= B)lISpn — pII?
< e = plI* + tlu = plI* = (1= o) (1 = Ba) Yar (20t — 7) [ Ax, — Ap||?
— (1= 06,) (1= B,) (1= %)s(2B —5)||Bx,, — Bp||*. (2.5)
This implies that
(1= ) (1= Ba) 1ur (20t = 1) [[Axy, = Ap||* < |3 = pll = [Pxas1 = pII* + el [u— p|>
< (ben = Pl + %1 = pID 1260 = Xt || + @il Ju = >

From the conditions (a)—(c) and (2.3), we see that

lim ||Ax, —Ap|| = 0. (2.6)
n—oo
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It also follows from (2.5) that
(1= ) (1= Ba) (1 = 1)s(2B — )| Bxy — Bp||* < |[xs = pll = [[xs1 = plI* + atalu— p||?
< (ben =PIl 4+ 21 = pID 10 = Xt || + @il [ = pl |
From the conditions (a)—(c) and (2.3), we obtain that

lim ||Bx, — Bp|| = 0. (2.7)
n—oo

On the other hand, we have that
ltn = pII> = | T:(1 = rA)x, = T,(1 = rA) p||?
< =rA)xy—(I—rA)p,un—p)
= 0= rAysu— (= rA)pIP + s I
— (11 = rA)xy = (1= rA)p = (un = p) ||*)

1
< 5 Ulon = pIP + lltn = pII* = lbotn = n = r(Axa = Ap)*)

1
< Sl =PI+l = pI* = (In = | = 2 (0 — tn, Ax, — Ap)
+77||Axy — Ap|[*)].

It follows that
it = PII* < Nl = pII* = 160 — ttn]|* +27]1 50 — wn || Ax, — Ap]|. (2.8)

Similarly, we can obtain that
v = PI* <l = pII? = [0 = vall® + 25]|2 — v || Bxo — Bp. (2.9)
Note that

[Pon1 = pII? = (| Baxn+ (1 = Bu)Spa — plI>
< Bulla = plI> + (1= Bu) 1Spa — pI?
< Ballxn = pl? + (1= Bu) | Gttt + (1 at)yn — pI®
< Bulla = pII> + el pl> + (1= o) [ya — pI?
= Bullxn = pII* + 0tallu = pI* + (1 = Bu) |%(tn — p) + (1 = 1) (vu = p) I
< Bullxn = pl* + ollu = pl* + (1 = Bu) allwn — P>+ (1= B) (1 =) va— I (2.10)

Substituting (2.8) and (2.9) into (2.10), we see that

a1 = pI? < [l = pII* + aallie— p 1> = (1= Ba) allxn = anl|* = (1= Ba) (1 = %) 60 — vl
+ 2r||xn — un ||| A% — Apl| + 25l = va || Bxn — Bp]. (2.11)
It follows that
(1= Bo)¥allxn = unl|* < bn = plI> = b1 = plI> + 0tallue = pl|> + 27 [y — | | A — Ap|
+ 2s]|xs — vall[|Bxn — Bp||
< (Ia = Pl Pne1 = pID I =Xt ]| + 06l = plI + 27| x5 — 0| | A — Ap|
+ 2slxy — vall|Bxu — Bp].
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From the conditions (a), (c), (2.3), (2.6), and (2.7), we obtain that

lim [|x, — uy|| = 0. (2.12)
Nn—o0
It also follows from (2.11) that

(1= B) (1= )10 — vl < [t — Pl = s — P+ allie— p+ 271} — [ A, — Ap]
251, — va || Bx, — B
< (o = Pl 1 =PI 50 = o1 | 4 e = pII> + 2 — 1A, — Ap|
251, — va | Bx, — Bl

Thanks to the conditions (a), (¢), (2.3), (2.6), and (2.7), we have that

lim ||x, — v,|| = 0. (2.13)
n—oo
On the other hand, we have
100 — Xull = || Qe + (1 — Q) yn — X |

< [t — x| + (1= 06) ||y — x|

< Ot — X || + [Vt + (1 = V) Vi — X |

< |t — x| + Yl [t — Xn || + (1 = Y) [V — X |-
In view of the condition (a), (2.12), and (2.13), we obtain that

Y}EEO||pn_xn|| =0. (2.14)

It follows that

(120 = Sxal| < [0 = Spull + [|Spn — S|

< |lxn = Spull + [P0 — xul-

From (2.2) and (2.13), we see that
lim ||x, — Sx,|| = 0. (2.15)
n—oo

Step 4. Show that lim,, (¢ — z, p, —z) < 0, where z = Pru.
First, we show that
lim (4 —z,x, —2) <O0. (2.16)
n—oo
To show (2.16), we may choose a subsequence {x,, } of {x,} such that
limsup(u — z,x, —2) = lim(u — z,x,, — 2). (2.17)

n—oo [—00

Since {x,, } is bounded, we can choose a subsequence {xn,./_} of {x,,} that converges weakly to g. We may

assume without loss of generality that x,, — g. Noticing (2.15) and applying Lemma 1.4, we obtain that
g € F(S) = F(T). Next, we define a mapping R : C — C by

Rx=0T,(I—rA)x+(1—-906)T;(I—-sB)x, VxeC,
where (0,1) 5 0 = lim,_ J,. From Lemma 1.3, we see that R is a nonexpansive mapping with

F(R) = F(T,(I—rA))NF(T;(I — sB)) = EP(F|,A) N FP(F»,B).
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Note that
[yn = Xn|l = [|Onttn + (1 — 8n) Vi — [8pXn + (1 — 8 )] |

< 6"”“" _an + (1 - Sn)HVn _an-
From (2.12) and (2.13), we see that
,}i_rg\lyn—xnll =0.

On the other hand, we have

|6 = R | < [[26 = il 4[|y — R
= |0 = yull + 8T — rA)xy + (1 = 8,) Ty(I — 5B)x, — [8T,(I — rA)x, + (1 — 8)Ty(I — sB)xy]|
< [P =yl +[8n — 8[Ma,

where My is an appropriate constant such that My > sup,~{||7.(I — rA)x, || + ||T5(I — sB)x,||}. It follows
that lim,_,« ||Rx, — x,|| = 0. This implies that

lim ||Rx,, —xy,|| = 0.
n;—oo

In view of Lemma 1.4, we obtain that ¢ € F(R). That is,
q € EP(F1,A)NFP(F,B)NF(T).
It follows from (2.17) that

limsup(u —z,x, —z) = lim{u—z,x,, —2) = (u—2,g—2) <0

n—oo i—o0

Notice that
(—2,pn—2) = (U—2,Pn = Xn) + (U — 2,0, —2)
< lu—zllllon = Xall + (4 — 2,20 — 2).
From (2.14), we conclude that
limsup(u —z,p, —2) <0 (2.18)

Step 5. Show that x, — z as n — oo.
Notice that
(R _ZH2 = || Baxn 4 (1 = Ba) S[Qutt + (1 — O ) yn] _ZHz
< Bullen — 21>+ (1= Ba) [ S[0wte+ (1 — 0t)ya] — 2|

< Bullxn _ZHZ + (1= Bo) | s+ (1 — 04)yn _ZHZ
< Bullxn _ZHZ + (1= Ba)[(1 - O‘n)2Hyrt _ZH2 + 204, (u —z,pn — 2)]
< ﬁonn _ZH2 +(1— ﬁn)[(l - O‘n)Hxn _Z”2 +20‘n<“ —Z,Pn _Z>]

< [1—=aa(1 = Ba)llx _Z||2+20‘n(1 —Bu)(u—2z,p0n—2).

Since o, (1 —B,) — 0, Yo 0 (1 — B,) = o0 and lim,, . 2{u — z,p, —z2) < 0, we get the desired conclusion
by Lemma 1.5. This completes the proof.
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3. APPLICATIONS

First, we consider the following convex feasibility problem (CFP):

N
finding an x € () C;,

i=1

where N > 1 is an integer and each C; is assumed to be the set of solutions of an equilibrium problem
with the bi-functions F;, i = 1,2,...,N. There is a considerable investigation on CFP in the setting of
Hilbert spaces which captures applications in various disciplines such as image restoration [8,11], computer
tomography [18], and radiation therapy treatment planning [6]. The following result can be obtained from
Theorem 2.1. We, therefore, omit the proof.

Theorem 3.1. Let C be a nonempty closed convex subset of a Hilbert space H. Let F\,F,,...,F, be r bi-
functions from C x C to R satisfying (A1) — (A4). Let A; : C — H be a k;-inverse-strongly monotone mapping
foreachie{1,2,...,r}. Assume that F = N_|EP(F;,A;) #0. Let u € C, x| € C, and {x,} be a sequence
generated by

, Yu €C,
, Yuy €C,

(Fl(un,lyul) + <A1xnaul _un,1> + %<M1 —Up,1,Un1 _xn>

F>(upp,u2) + (Aoxn, uz — tp2) + é@tz —Up2,Un2 — Xp)

Fr(un,ra ur) + <Arxn7 Uy — un,r) + 317<ur — Un,ryUnr _xn> >0, Vu,eC,

Yn = Y1 Yn,illn,is
Xni1 = B+ (1 _ﬁn)[aﬂu+ (1 - an)yn]a Vn>1,

where {a,}, {Bn}, and {y.;} are sequences in (0,1), s; € (0,2k;) for each i € {1,2,...,r}. If the above
control sequences satisfy the following restrictions

(@) lim, 00, =0and },_; O = oo;

(b) 0 < liminf, ., <limsup,_,., B, < 1;

©) Y ihi=LIlim whi=7%¢€(0,1)foreachic{1,2,...,r},

then the sequence {x,} converges strongly to z € F, where 7 = Ppu.

Theorem 3.2. Let C be a nonempty closed convex subset of a Hilbert space H. Let F| and F, be two
bi-functions from C x C to R satisfying (A1) — (A4), respectively. Let T : C — C be a k-strict pseudo-
contraction with a fixed point. Define a mapping S : C — C by Sx = kx+ (1 —k)Tx, Vx € C. Assume that
F=EP(F\)NEP(F,)NF(T)#0. Letu € C, x| € C, and {x, } be a sequence generated by

Fl(un,u)+l<u—un,un—xn> >0, VYuec,

.
F(vy,v) + l(v—vn,vn —xy) >0, WeC,
Yn = Yulln + (1 - Yn)vnv

S
Xni1 = Buxn + (1 _ﬁrl)S[O‘n“+ (1 - O‘n))’n]v Vn>1,

where {0, }, {Bn}, and {1} are sequences in (0,1), r > 0, and s > 0. If the above control sequences satisfy
the following restrictions

(@) lim, o0, =0and Y, Oy = oo,

(b) 0 < liminf, . B, <limsup,_.., B, < 1,

(©) lim,fp=YE€ (O, 1)7

then the sequence {x,} converges strongly to z € F, where 7 = Ppu.



X. Qin et al.: Generalized equilibrium problems and fixed point problems 181

Proof. Putting A = B =0, we see that
(x—=y,Ax—Ay) > af|Ax—Ay||, Vx,yeC,a>0

and
(x—y,Bx—By) > B|[Bx—By||, Vx,yeC,p>0.
From Theorem 2.1, we can draw the desired conclusion immediately.

Theorem 3.3. Let C be a nonempty closed convex subset of a Hilbert space H. Let A : C — H be an a-
inverse-strongly monotone mapping and B : C — H a B-inverse-strongly monotone mapping. Let T : C — C
be a k-strict pseudo-contraction with a fixed point. Define a mapping S : C — C by Sx = kx+ (1 —k)Tx,
Vx € C. Assume that F = VI(C,A)NVI(C,B)NF(T) # 0. Let u € C, x; € C, and {x,} be a sequence
generated by

Yn = YuPe(xn — rAx,) + (1 — %) Pe(x, — sBxy,),
Xnt1 = Buxn+ (1= Bu)S[au+ (1 — ay)yn), Vn>1,

where {0}, {Bn}, and {y,} are sequences in (0,1), r € (0,2ax), and s € (0,2p). If the above control
sequences satisfy the following restrictions

(@) lim, 00, =0and ., 0 = oo

(b) 0 < liminf, e 3, <limsup,_... B, < 1;

(©) lim, .t =YE€ (07 1)7

then the sequence {x,} converges strongly to z € F, where 7 = Ppu.

Proof. Putting F| = 0, we see that

1
Fi(un,u) + (Axp,u—up) + — (U — 1y —x,) >0, YueC
r
is equivalent to
(xn — rAxy — ty uy — x,) >0, YueC.
That is, u, = Pc(x, — rAx,). Similarly, putting F, = 0, we can obtain that v, = Pc(x, — sBx,). From the
proof of Theorem 2.1, we can draw the desired conclusion easily.

Next, we consider another class of nonlinear mappings: strict pseudo-contractions.

Theorem 3.4. Let C be a nonempty closed convex subset of a Hilbert space H. Let Fy and F, be
two bi-functions from C x C to R satisfying (A1) — (A4), respectively. Let Ty : C — C be a ky-strict
pseudo-contraction and Tg : C — H a kg-strict pseudo-contraction. Let T : C — C be a k-strict pseudo-
contraction with a fixed point. Define a mapping S : C — C by Sx = kx+ (1 —k)Tx, Vx € C. Assume
F=EP(F\,(I-Tp))NEP(F>,(I—Tp))NF(T) #0. Letu € C, x; € C, and {x,} be a sequence generated by

Fi () + (I — Ta) X, u — ) + L — 4y, u, — x,) >0, YuecC,

p
F(va,v) + (I — Tg)xy, v —vy) + é(v — VW —Xp) >0, YvecC,
Yn = Yattn + (1 = Ya) v,
X1 = Buxn + (1= Bu)S[Quu+ (1 — Qu)yn], Vn>1,
where {0}, {Bn}, and {Y,} are sequences in (0,1), r € (0,(1 —kq)), and s € (0,(1 —kg)). If the above
control sequences satisfy the following restrictions
(@) limy w0, =0andy, | 0, = oo,
(b) 0 <liminf, . fB, <limsup, .. B, <1,
(©) lim, % =7€ (0,1),
then the sequence {x,} will converge strongly to z € F, where z = Pru.

Proof. Putting A =1 — Ty and B = I — T, respectively, we see that A is %—inverse—strongly monotone and

. 1—kg . . . .
Bis — £ _inverse-strongly monotone. The desired result is not hard to derive from the proof of Theorem 2.1.
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Uldistatud tasakaalu ja piisipunkti iilesannete koonduvusteoreemid rakendustega
Xiaolong Qin, Shin Min Kang ja Yeol Je Cho

On toodud iteratiivne algoritm {iihise elemendi leidmiseks iildistatud tasakaalu probleemide lahendite ja
otseste pseudokontraktsioonide piisipunktide hulgast. On toodud tugevad koonduvusteoreemid Hilberti
ruumides, mis parandavad paljude autorite avaldatud vastavaid tulemusi.



